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a b s t r a c t

Implosion of cavitation bubbles close to a material applies a high pressure load on the surface that leads
to cyclic, elasto-plastic deformation followed by damage and loss of material. The load strongly depends
on the flow conditions and its experimental determination is extremely difficult. This study presents a
method for quantitative calculation of the pressure loads induced by collapsing bubbles. This method is
based on the analysis of pits on the material surface formed within the incubation period. The pits are
footprints of collapsing bubbles and are measured by atomic force microscopy (AFM). An inverse
algorithm based on finite element method (FEM) simulations is then used to determine the pressure
load that is necessary to form the measured pits. The pressure fields, which are assumed to be axially
symmetric (bell-shape profile), were calculated for cavitation pits formed in pure copper. The pits were
induced by short-term exposure to cavitation in an ultrasonic cavitation testing device. Additionally, the
elasto-plastic deformation of copper was numerically (FEM) investigated for a given cavitation load. It
was found that the deformation is mostly elastic and that the maximum stress is located in a subsurface
region. The maximum pressure of the cavitation load, the resulting maximum plastic strain in the
material, and the ratio of the elastic to total deformation work correlate well with the ratio of pit width
to pit depth. In order to evaluate the simplified assumption of a static pressure profile (bell-shape), the
calculated pressure loads were critically compared to those determined by a detailed single bubble
simulation with a compressible CFD flow algorithm. The maximum pressure profiles of the highly-
transient CFD results show partly significant deviations dependent on the non-dimensional bubble
stand-off distance to the wall. An improved pressure load profile and transient effects will be considered
next in the FEM algorithm.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Cavitation in hydraulic fluid machinery such as pipes, valves,
ship propellers, pumps, and turbines leads to wear of their
components (cavitation erosion). Consequences of cavitation ero-
sion include negative effects such as failure of components,
reduction in efficiency, noise, or vibration [1]. Cavitation erosion
is attributed to the collapse of individual cavitation bubbles in the
vicinity of the material's surface [2]. Repeated collapses apply local
cyclic pressure loads to the surface, which lead to damage and loss
of material [3]. Quantitative knowledge of the induced pressure
loads is crucial for understanding the material behavior and the

underlying deformation processes. Thus, a precise understanding
of cavitation erosion of materials implies a detailed knowledge of
both the material behavior and the applied load.

Much research has been focused on the deformation processes
of materials under cavitation load [4–10]. However, it is difficult to
obtain detailed and quantitative knowledge of the load induced by
cavitation due to the extremely small scales of duration and
localization on the surface. One possible method of measuring
the impact pressure is to use pressure sensors such as piezoelectric
films [11]. However, these sensors do not generally provide an
accurate measurement under the present conditions [12,13].
Another method of estimating the pressure load is the analysis
of pits formed on the material surface within the incubation
period. The pits are the footprints of collapsing bubbles and are
formed due to the high local pressure by plastic deformation.
Tzanakis et al. investigated pits caused by collapsing bubbles in an
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ultrasonic test device and estimated the corresponding pressures
with the analogy of spherical indentation [12]. They determined
impact pressures in the range of approx. 400–1400 MPa. Carnelli
et al. analyzed cavitation pits caused by a cavitation field in a
hydrodynamic tunnel [13]. Using the analogy of spherical indenta-
tion and instrumented indentation testing, they determined peak
loads of hydrodynamic pressures to be approx. 1000–1600 MPa.
Lauer et al. used numerical simulations to calculate single bubble
collapse events leading to pressure loads on the material surface of
up to approx. 6000 MPa [14].

These different estimates show that the load strongly depends
on the flow conditions. Thus, results cannot be transferred to
different fluid machineries or test devices. For these reasons, the
cavitation-induced loads on materials are not known for most
fluid machineries or cavitation erosion test devices.

The resistance to cavitation erosion is often tested in ASTM G32
standardized vibratory apparatus (ultrasonic transducer) [15]. In
spite of, being a standardized test, the local pressure loads caused
by collapsing bubbles are not known. This paper presents a
method for the quantitative calculation of the pressure loads
induced by collapsing bubbles. The method is applied to cavitation
pits formed in the standardized ultrasonic vibratory apparatus. In
analogy to the approach of Tzanakis et al. and Carnelli et al., the
method is based on the analysis of cavitation pits that form within
the incubation period [12,13]. However, a FEM-based inverse
algorithm is used to calculate the pressure field that is necessary
to form a given pit, taking into account the local strength of the
material. In addition, FEM simulations give an insight into the
deformation processes of the material and create a link between
load and deformation.

In this study, single, non-overlapping cavitation pits are analyzed
in order to calculate the corresponding pressure that is necessary to
form the pits. However, it is also known that cavitation clouds occur
and the resulting pressure loads might be higher and more complex
compared to single collapsing bubbles [16]. In addition, attention
must be paid to the influence of strain rate or temperature, which are
not taken into account. The extremely rapid bubble collapse and high
deformation speed as well as an increase in temperature may
influence the deformation behavior [17,18]. The pressure field in the
FEM model is assumed to be axially symmetric with a pressure

maximum located at the axis of symmetry and calculated for this
ideal shape (see Section 2.5). Due to these assumptions the pressures
determined by the inverse algorithm based on pit analysis are
compared to the load profiles calculated from CFD simulations of
near-wall vapor bubble collapses. The CFD simulations are also used
to try a first reconstruction of possible bubble collapse scenarios that
lead to the pressure calculated with the FEM-based algorithm.

This paper addresses following issues:

� Determination of the pressure applied locally to material
surfaces by collapsing cavitation bubbles in the standardized
ultrasonic vibratory apparatus. The pressure loads, which are
assumed to follow an idealized axially symmetric shape, are
reconstructed with a numerical (FEM) inverse algorithm based
on the pit analysis. Due to the assumptions made within the
inverse algorithm wall pressures are additionally calculated
with single bubble CFD simulations.

� Numerical analysis (FEM) of the elasto-plastic deformation
processes of pure copper under the calculated pressure loads
with the FEM-based inverse algorithm.

� Relating the measured pit geometries, calculated pressures, and
material deformation to each other.

� Comparing pressures calculated from the pit geometry to those
determined by the detailed CFD single bubble simulation and
reconstruction of possible bubble collapse scenarios.

2. Material and methods

The experimental and numerical procedures for calculating the
cavitation-induced pressure loads based on measured pit geome-
tries are summarized in Fig. 1. The key element is an inverse
algorithm that compares a measured to a numerically calculated
pit geometry. The numerical pit geometry is calculated with a
finite-element-method (FEM) model with an assumed pressure
distribution p(x) acting on the surface. The pressure field p(x) is
subsequently adjusted until the numerically calculated pit geo-
metry fits to an experimentally measured one. This is achieved by
minimizing the error between the numerical and the experimental

measurement pit-geometry FEM

calculation of error between experiment
and simulation

minimization of error with
Simplex-methode

adjusting pressure
field

not minimized

minimized

specimen

AFM

pit geometry pit geometry

formation of cavitation pits mechanical characterization

comparision

CFD single bubble simulation

Fig. 1. Schematic illustration of the numerical and experimental procedures to calculate the cavitation-induced pressure loads on material surfaces based on measured pit
geometries.
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pit geometries. The algorithm needs two sets of experimental
input data: the mechanical behavior of the investigated material
and the geometry of the cavitation pits.

The mechanical properties of the investigated material were
determined by instrumented indentation testing. An inverse
method described in [19] was applied to the results of the
indentation tests to determine the local uniaxial stress–strain
behavior, which is the necessary input data for the numerical
calculations. Short-term cavitation tests were conducted in the
ASTM G32 standardized ultrasonic vibratory apparatus described
in [5] to generate single cavitation pits. The geometries of the
induced pits were measured with an atomic force microscope
(AFM). Knowledge of the mechanical properties and pit geome-
tries enabled calculation of the pressure loads. FEM simulations
were employed to simulate elasto-plastic deformation of the
material for given mechanical behavior and loads. Additionally,
the calculated pressure loads were compared to those determined
by a detailed CFD single bubble simulation.

2.1. Material

In order to generate single pits on the surface, pure polycrystal-
line copper (99.99%) was investigated. Owing to its low strength,
single cavitation pits are easily formed on the surface during
short-time exposure to cavitation. Prior to mechanical character-
ization and exposure to cavitation, the specimen was mechanically
ground with SiC paper and polished with diamond suspensions
having average grain sizes of 6, 3, and 1 μm, respectively. Fig. 2
shows the polycrystalline microstructure after etching at ambient
temperature with a solution consisting of 100 ml distilled water
and 10 g ammonium persulfate.

2.2. Instrumented indentation testing

The mechanical properties are necessary input data for the
algorithm that calculates the impact pressure caused by collapsing
cavitation bubbles. The uniaxial stress–strain behavior of the
material is required for the numerical calculations within the
algorithm. The load–displacement curves of Berkovich and cube
corner indenters provide the parameters for the inverse determi-
nation of the uniaxial stress–strain curve. The underlying
approach of the inverse method is based on an energy-based
analysis of the indentation problem given in [20]. The analysis was
used to derive relationships between the parameters of the load–
displacement curve (e.g. loading curvature C) and the material
parameters of the Ludwik power-law.

In order to measure the load–displacement curves instrumen-
ted indentation tests were conducted on a CSM NHT indenter
equipped with a Berkovich and cube corner diamond tip. The
maximum indentation depth was 4 μm with a loading and
unloading rate of 2 μm=min and a dwell time of 10 s at maximum

load. At least ten measurements were performed for each indenter
geometry. The hardness and Young's modulus were calculated
with the Oliver and Pharr method [21,22]. On the basis of
measured load–displacement curves, the inverse procedure,
described in [19], was used to determine the stress–strain beha-
vior of the material.

It has been established that metallic materials can show an
increase in strength with decreasing indentation depth [23]. This
phenomenon is caused by surface hardening due to mechanical
sample preparation, and in the case of self-similar indenters
(Berkovich and cube corner), additionally superimposed by the
well-known indentation size effect (ISE) [24,25]. Cavitation pits
show a geometrical analogy to indentation imprints. Furthermore,
the investigated pits on the copper specimen have depths in the
range of a few hundred nm, where the nanoindentation data of
copper show an intense size effect [26]. This implies that a similar
size effect should be present during cavitation loading. As a
consequence, the local strength of the material will not be the
macroscopically observed and possible size effects need to be
accounted for. It was thus assumed that a similar size effect is
present, and the mechanical uniaxial stress–strain behavior was
derived on the basis of the ISE-affected measured load–displace-
ment curves.

2.3. Ultrasonic vibratory apparatus

The exposure time to cavitation in the ASTM G32 standardized
ultrasonic cavitation testing device was 10 s. This time was sufficient
to generate a large number of isolated, non-overlapping pits on the
copper sample. The tests were performed with an amplitude of 40
μm and, a frequency of 30 kHz in distilled water at ambient
temperature.

2.4. Atomic force microscopy

The geometry of induced pits was measured with an atomic
force microscope (Bruker type nanos) in the contact mode. The
scanning speed was 25 μm=s. Evaluation and analysis of the
recorded images was conducted with Image Plus software
(version 2.19).

2.5. Inverse algorithm for calculating the impact pressure from
measured pit geometries

The inverse algorithm for calculating the cavitation-induced
pressure is schematically illustrated in Fig. 1. The experimental
input data are the material behavior of the copper specimen and
the pit geometry measured by atomic force microscopy. The
fundamental element of the algorithm is an FEM model. For given
material parameters of the copper specimen, the model numeri-
cally calculates the pit geometry for an assumed pressure dis-
tribution p(x) on the material surface. In the next step, the
numerical pit geometry is compared to the experimental geometry
and the error between the two is calculated. The error is then
minimized by adjusting the pressure field until an agreement
between the numerically and experimentally determined pit
geometries is achieved using a minimization process based on
the Simplex method [27].

Since most of the not-overlapping cavitation pits found on the
copper specimen are nearly axially symmetric, the pressure field
acting on the material surface is assumed to be also axially
symmetric and given by Eq. (1). The pressure field is schematically
illustrated in Fig. 3. The parameters σmax, σb and α control the
height, width, and the curvature of the field, respectively. For a
given pit radius a, two of the three parameters (σmax, σb and α) are
adjusted in the algorithms to achieve an agreement between the

50 µm

Fig. 2. Scanning electron microscope image of the polycrystalline microstructure of
the investigated copper specimen.
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numerically and experimentally determined pit geometries:

pðxÞ ¼ σmax�αðσb � xÞ2 ð1Þ
FEM calculations were performed using the FE software ABA-

QUS (version 6.11). The axisymmetric 2D model, including the
geometry, mesh, and boundary conditions, is based on prior work
and is shown in Fig. 4 [20,28]. The pressure field p(x) given by
Eq. (1) is applied to the material surface. The domain has dimensions
of 200 �200 μm. The modeled sample is restricted by symmetry
boundary conditions along the axis of symmetry and by floating
supports along the lower edge. The area in close proximity to the
pressure field is meshed finely using CAX4R (four-node axisym-
metric element) elements with reduced integration and hourglass
control. To minimize the calculation effort, the fine mesh at the
pressure field is migrated to a coarse mesh, which also consists of
CAX4R elements. The transition region between the fine and
coarse meshes consists of CAX3 (three-node axisymmetric ele-
ment) elements. The total number of elements is approximately
10,000, depending on the measured pit geometry. The mesh of the
model was adjusted to the pit geometry in such a way that the
mesh quality remains constant and ensures accurate results.

The elastic material behavior of the copper specimen was
modeled with Young's modulus E¼130 GPa and Poisson's ratio
ν¼ 0:35. The J2 von Mises flow theory was used to model
plasticity. The elasto-plastic material behavior is assumed to
follow the Ludwik power law (Eq. (2)) with isotropic hardening
and is described by three independent parameters: strength
coefficient K, strain hardening exponent n, and Young's modulus
E. The yield stress σy is then a depending variable and is given by
Eq. (3) [29]. The parameters determined with instrumented indenta-
tion testing and inverse analysis are shown in Fig. 5. The assumed
depth dependency of the material parameters is explained in Section
3. Strain rate and temperature effects are neglected. The FEM model
was used to calculate the pressure load induced by collapsing bubbles

within the algorithm and to investigate the elasto-plastic deformation
of copper under the determined pressures:

σ ¼
E � ε; σrσy

K � εn; σZσy

(
ð2Þ

σy ¼ En

K

� �1=ðn�1Þ
ð3Þ

2.6. CFD method

Bubbles collapsing in the vicinity of the wall generate high
pressure pulses and shock waves [30] which can form high-speed
re-entrant jets that strike the nearby wall with water-hammer-like
impact pressures [31]. This phenomenon has been studied
numerically by many authors, e.g. Lauer et al. [14], who used a
compressible flow solver with a non-equilibrium thermodynamic
model and a level set method in order to analyze collapse
evolution and jet formation under high ambient-pressure condi-
tions. Johnsen and Colonius [32] used a high-order accurate shock-
and interface-capturing scheme to investigate shock-induced
collapses of pre-existing nuclei near a solid surface that result in
lithotripter pulses. Sezal [33] analyzed the potential of a density-
based compressible flow solver with a homogeneous mixture
model (thermodynamic equilibrium) to capture the bubble col-
lapse dynamics. The same numerical scheme as applied by [33] is
utilized in the present study in the CFD code hydRUB. Schmidt
et al. [34] showed that pressure wave propagation is independent
of the spatial resolution and thus the maximum wall pressure, the
impulse strength, and the collapse duration are nearly indepen-
dent of the applied spatial resolution, if the collapse occurs in a
certain distance to the wall.

In contrast to Lauer's work [14], we apply a homogeneous
mixture model and assume the liquid and vapor phase to be at
thermodynamic equilibrium similar to [33]. We assume initially
spherical single bubbles at their maximum size, which then
collapse in response to the high constant ambient pressure. We
neglect the fact that bubbles may occur in clouds and interact [35],
which enhances the pressure load due to the interaction of
emitted shock waves with neighboring bubbles as well as the
occurrence of nonspherical vapor bubbles. It is known that the
formation of the re-entrant jet and the resultant pressures are
highly dependent on the initial wall standoff distance L0=R0

[31,36]. It has been found that the wall pressure load can be
expressed as a function of the nondimensional radius r=R0 and is
the same for equal nondimensional initial standoff distances
[31,32,36,37]. In the present study, we varied this nondimensional
standoff distance in order to obtain different “pressure load
profiles” – the maximum wall pressure with respect to the time
at the wall.

pit geometry
a

Fig. 3. Schematic illustration of an axially symmetric cavitation pit and the
assumed pressure field p(x) on the surface.
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Fig. 4. Mesh, geometry and boundary conditions of the FEM model.
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Fig. 5. Depth-dependent (size effects) material parameters of copper determined
by instrumented indentation testing and inverse analysis.
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We study numerically the effect of single spherical bubble
collapses near the wall using a compressible density-based flow
algorithm with an explicit time integration scheme. The convec-
tive fluxes are modeled with a Godunov-type flux formulation that
is consistent for lowMach-numbers [38] and accounts for pressure
wave propagation in liquids with low compressibility. Since the
driving effects behind cavitation erosion are inertia-driven [39],
we neglect viscous effects as well as turbulent effects. We assume
a homogeneous mixture of liquid and vapor, so that both phases
are in thermodynamic equilibrium and phase change follows an
isentropic path [40]. Hence, the density is only dependent on the
pressure, which has been realized by a barotropic equation of state
(EOS). Because of the large pressure range – from the saturation
pressure inside the bubble up to the high-pressure peaks at bubble
collapse – we are obliged to deal with two different barotropic
EOSs. Between the pressure range from 600 Pa to 300 MPa we use
the highly accurate IAPWS-95 formulation (valid up to 1000 MPa)
[41]. For the higher pressure range pZ300 MPa, we use the
Thompson representation of the Tait equation [42], which is valid
up to 2500 MPa (Eq. (4)). We assume its validity up to the highest
occurring pressures of �100,000 MPa.

p¼ pðρÞ ¼ B
ρ
ρ0

� �n

�1
� �

þp0 for pZ300 MPa ð4Þ

The constants for water are defined as B¼ 3:31� 108 Pa,
n¼7.15, and ρ0 ¼ 998:2 kg=m3. For a detailed description of the
numerical algorithm, refer to previous publications [43,44].

2.6.1. Grid study and validation
Following Lauer et al. [14] and Sezal [33], we performed a grid

study for the simulation of a 3D spherical vapor bubble collapse in
water in order to evaluate the grid dependency of the results. For
this purpose, we simulated the bubble collapse on three succes-
sively refined grids with 25, 50, and 100 cells per initial bubble
radius R0.

All three grid resolutions predict the same collapse dynamics
(changing rate of the radius and the collapse time), whereas the
maximum collapse pressure (pmax) at the bubble center is highly
grid dependent and increases directly with the grid resolution
(Table 1). The pressure at the bubble center is indeed highly grid-
dependent, but the value of interest – the wall pressure – is
assumed to be grid-independent [34]. Thus, we decided to follow
the approach of Lauer [14], which resolves the initial bubble radius
R0 with 100 cells and dimensions the outer domain by 25 times
the initial radius.

In the computations we investigated single bubble collapse in
vicinity of the walls without considering the wall deformation
(rigid wall). In order to validate our model for predicting of the
wall pressure load profile, we compared the collapsing behavior
and jet formation as well as the maximum wall pressures with
respect to time against numerical results from Lauer [14]. We
reproduced the numerical setup of Lauer (Fig. 6a) and simulated
four different initial standoff distances: L0=R0 ¼ �0:35, 0, 0.35, 1.04
(case C, X, B, A; cf. Fig. 6b). The initial fluid properties are defined
on the basis of the barotropic EOS for an ambient liquid pressure of
100 bar and for a vapor volume fraction α¼0.99 inside the
bubble (Table 2).

We can qualitatively reproduce the collapse evolution and jet
formations from Lauer, e.g. for the bubble configuration
L0=R0 ¼ 0:35: a re-entrant jet forms in the direction of the wall,

Table 1
Maximum pressure inside the domain and collapse time for three different grid
resolutions.

Grid resolution, R0 25 cells 50 cells 100 cells

pmax (MPa) 779 2293 5940
tcollapse (ns) 35.870 35.899 35.941
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Fig. 6. (a) Sketch of the numerical setup of a near-wall bubble collapse for different wall standoff distances (C, X, B, A), and (b) maximal pressure load at the wall for different
initial wall standoff distances L0=R0 compared to results of Lauer [14].

Table 2
Initial conditions for the vapor volume fraction α, pressure p and density ρ for the validation test case and for the parameter study.

Initial conditions Validation test case Parameter study

Vapor water Liquid water Vapor water Liquid water

α 0.99 0 0.99 0
p (Pa) pv ¼ pbaroðαÞ ¼ 2185:2 pli ¼ 100� 105 pv ¼ pbaroðαÞ ¼ 2185:2 pli ¼ 100 �105

ρ(kg=m3Þ ρbaroðαÞ ¼ 9:992 ρbaroðαliÞ ¼ 1026:6 ρbaroðαÞ ¼ 9:992 ρbaroðαliÞ ¼ 1026:6
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generating a water-hammer shock and leading to a second wall-
parallel outward-pointing jet that interacts with the remaining
vapor bubble ring and leads to a secondary collapse [14].

By comparing the maximum wall pressure with that of Lauer
(Fig. 6 b), we can predict the qualitative trend of the maximum
wall pressure, which is dependent on the initial standoff distance
L0=R0, although we slightly overestimate the wall pressure [14].
We conclude that, in spite of its simplifications (homogenous
mixture model in thermodynamic equilibrium, neglecting surface
tension), our model can capture the collapse evolution and jet
formation of bubbles in the vicinity of the wall and is able to
predict the wall pressure load profiles.

2.6.2. Parameter study
We set up a parameter study with a variable initial standoff

distance. The setup and grid resolution is the same as for the
validation test case (see Fig. 6(a) and Table 2). The single bubble
simulations have been performed under typical ultrasonic horn
conditions, assuming an ambient pressure of 1 bar and initial
bubble radii between 10 and 120 μmwhich have been drawn from
measured bubble spectra [45]. As noted in Section 2.6, the initial
bubble radius R0 has no effect on the distribution of pmax vs. r=R0,
so that any initial radius R0 can be chosen for the simulation. The
following wall distances were simulated: L0=R0 ¼ �0:5, 0.0, 0.1,
0.2, 0.3, 0.4, 0.5, 1.0.

We assume that a pit forms on the material surface when the
wall pressure is large enough to result in high equivalent stresses
that exceed the local material yield stress (σy) [46]. Based on this

assumption, we derived a scaling procedure to reconstruct a
representative initial bubble radius RB, which is sketched in
Fig. 7. We only account for wall pressure load profiles exceeding
the local yield stress σy, which is defined for each pit by its pit
depth (see Fig. 5). In a first step, we calculated the intersection of
the yield stress line with the pressure load profiles (CFD and FEM),
which gave two length values: aCFD=R0;CFD (nondimensional) and
aFEM (dimensioned) (Fig. 7). In a second step, we used the ratio
equation:

RB ¼ aFEM
aCFD
R0;CFD

� ��1

ð5Þ

to calculate a representative initial bubble radius RB for each wall
pressure load profile exceeding the yield stress. If the wall
pressure load profile (CFD) – starting from the intersection point
(with σy) – has a similar course as the assumed pit load profile
(FEM), we assumed that configuration (L0=R0, and RB) to be a
possible scenario that, leads to the measured pit.

3. Results and discussion

Fig. 8(a) shows the mean load–displacement curves of the
copper specimen measured with the Berkovich and cube corner
indenters. Fig. 8(b) shows the hardness as a function of the
indentation depth. The hardness (strength) of the material
increases with decreasing indentation depth. This is caused by
the mechanical sample preparation and is superimposed by the
ISE. The measured load–displacement curves were used to deter-
mine the depth-dependent material parameters given in Fig. 5
using an inverse procedure described in [19]. These parameters
were used as input data for the numerical simulations within the
algorithm used to calculate the pressure induced by collapsing
bubbles. Though, it is known that there are differences between
the interaction with the material surface of a bubble reentrant
liquid jet and the solid fixed shape of an indenter [47]. Cavitation
pressure load results in high stress waves in the material and a
complex time history of pressure on the wall [46]. In contrast,
indentation load leads to a continuous contact pressure and to
material deformation with a low strain rate. Thus, the numerically
calculated deformation (using the material properties derived by
indentation) can deviate from the deformation behavior under
cavitation load.

Figs. 9 and 10, respectively, show the surface of the copper
sample before and after exposure to cavitation. After exposure to

CFD

[m]

pwall,max

FEMpwall,max

[-]

Fig. 7. Sketch of the dimensioning procedure to recalculate possible bubble/-wall
configurations from pressure wall load profiles (CFD) and pit load profiles (FEM).
bFEM is a dimensioned parameter that results from FEM-load profiles of the
measured pits.
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cavitation, isolated and already overlapping pits were found. The
geometries of only single, non-overlapping pits were taken into
account in the analysis. Fig. 11(a) shows a typical pit with a nearly
axially symmetric geometry, which can be approximated by a 2D
height profile, as given in the figure.

Fig. 11(a) shows the measured height profile as well as the
numerically calculated profile after optimization. The calculated
pressure distribution on the surface is illustrated in Fig. 11(b). The

results of all analyzed pits are presented in Fig. 12. The calculated
maximum pressures pmax are in the range between approx.
2400 MPa and 3500 MPa. Fig. 12 shows that there is a relationship
between the maximum pressure and the ratio between pit the
width and the pit depth (b=h). The higher the b=h ratio, the lower
is the maximum pressure that is necessary to form the pit. Broad
pits with a low depth were caused by pressure fields with low
maximum pressures, in contrast to narrow pits with a high depth
that are caused by higher maximum pressures.

The known pressure distribution on the surface and the given
material behavior were used for the numerical calculation of the
elasto-plastic deformation of copper under the cavitation-induced
pressure load. The deformation behavior of all investigated pits is
very similar and exemplarily presented for one analyzed pit in
Fig. 13. The diagram shows the equivalent plastic strain distribu-
tion εpl in the material caused by the applied stress distribution of
Fig. 11(b). The applied load leads to a maximum plastic strain in a
subsurface region that is very similar to a Hertz-like contact
between a rigid sphere and an elastic half-space [48]. The max-
imum strain is located below the surface at a depth of approxi-
mately one eight of the pit diameter, whereas the maximum strain

39 µm

39 µm

0
95 nm

Fig. 9. AFM topography of the copper sample before exposure to cavitation.
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Fig. 10. AFM topography of the copper sample after exposure to cavitation.
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of a Hertz-like contact is approximately located below the surface
at a depth of one fourth of the contact diameter [48]. Fig. 12
reveals that the maximum plastic strain is similar to the maximum
pressure dependent on the ratio between the pit width and the pit
depth. Narrow pits with a high depth obey the highest maximum
plastic strains. The maximum of stress and strain in a subsurface
region indicates that damage and fatigue cracks might occur and
propagate preferably from these regions. Furthermore, the energy
necessary for elasto-plastic deformation (strain energy) was ana-
lyzed. Fig. 14 illustrates the total energy expenditure for elasto-
plastic deformation (forming the pit). Since the FEM simulations
are static calculations the time axis in Fig. 14 has no physical
meaning. During loading the total energy increases to a maximum,
whereas during unloading a high ratio of energy is elastically
released due to elastic recovery. The ratio of elastic to total
deformation energy Wel=W tot is found to be in the range between
approx. 66 and 88%. The high ratio of elastic strain energy explains
the sink-in behavior of the material around the measured pits (see
Fig. 16). Due to the high ratio of elastic deformation, the material
around the pit is compressed and pushed downwards. This
behavior is well known from indentation imprints and is favored
by elastic deformation [49]. All investigated pits show the
described sink-in behavior.

The Wel=W tot ratio also depends on the pit geometry. The
higher the ratio of pit width to pit depth, the higher is Wel=W tot.
This is inversely proportional to the maximum pressure pmax and

maximum plastic strain εpl;max (see Fig. 12). Narrow pits with high
depths are formed by a high maximum pressure. This leads to
higher plastic deformation in the material and consequently at the
same time to a reduction in the Wel=W tot ratio. Conversely, broad
pits with low depths are caused by lower maximum pressures
leading to lower plastic deformation and higher Wel=W tot ratios.
The relationships between pit geometry and the calculated para-
meter pmax, εpl;max and Wel=W tot are summarized in Fig. 15.

In the FEM simulations the pressure load caused by collapsing
bubbles was assumed to be static (time independent). Though, it is
known from bubble/material interaction modeling [47] and from
cavitation flow field measurements [47,50] that impulsive loading
from cavitation is highly unsteady and dependent on both time
and space. These effects are not taken into account in the FEM
model and the calculated pressure profiles are idealized loads
simplifying the complex time history on the wall. Furthermore, the
material properties derived by indentation do not account for the
highly dynamic time-dependent material behavior.

In order to assess the influence of the simplifying assumptions
made in the inverse algorithm (stationary bell-shape pressure
profile, neglecting possible influences of temperature as well as
high deformation speed), CFD simulations of near-wall vapor
bubble collapses have been performed to determine the wall
pressure load profiles. The maximum pressure over time is
considered at each spatial location of the profile.

The wall pressure load profiles versus the nondimensional
radius r=R0 are shown in Fig. 17. The reconstructed initial bubble
Radii RB are given in Table 3. The following observations can be
ascertained from the parameter study:

� We assume that uncut bubble configurations (L0=R041) do not
exceed the yield stress limit (cf. Fig. 3, L0=R0 ¼ 1). We observe that
– expect the cases L0=R0o0 – the maximumwall pressure occurs
in a certain distance to the collapse center, where the overall
maximum pressure occurs. Therefore, we assume that the max-
imum wall pressure is – in contrast to the overall maximum
pressure – essentially grid independent according to [34].

� Bubbles, which are cut below the center (cf. Fig. 3,
0oL0=R0o1), lead to local maximum pressures at a distance
from the bubble centerline. This behavior results from the
second wall-parallel outward-pointing jet interacting with the
remaining vapor bubble ring. We find this behavior also
described by Lauer et al. [14] and Johnsen and Colonius [32].

� Most of the reconstructed bubble radii RB are in the expected
order of magnitude, in the range between 10 and 120 μm
(Table 3) [45], while some bigger bubbles were reconstructed.
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We attribute this observation to the fact, that in [45] bubbles in a
certain distance to the wall were recorded and that, bubbles in
immediate vicinity of the wall may have non-spherical shape.

� Small and deep pits result from smaller initial bubbles, whereas
wider and flatter pits result from bigger initial radii (Table 3).

� We could not directly assign a wall pressure load profile to a
measured pit. The assumed FEM load profiles differ from the
wall load profiles (CFD) as they are found to be wider.

� We classify three types of wall load profiles for cut bubble
configurations (Fig. 17):
1. Bubbles cut above their center (�1oL0=R0o0) lead to

sharp wall load profiles.

b

b

h

geometry                                    load / deformation

h ,max

,max

Fig. 15. Summary of the relationships between the pit geometry (b and h) and the
maximum pressure pmax, the ratio of elastic to total deformation energy Wel=W tot ,
and the maximum plastic strain εpl;max.
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Fig. 16. AFM image of a pit in copper with sink-in behavior of the surface around
the pit.
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2. Bubbles cut directly at their center (L0=R0 ¼ 0) lead to nearly
exponentially increasing wall loads in the direction of the
centerline. We have to consider that the peak pressure
directly at the centerline is highly grid-dependent due to
the fact that the wall itself represents the collapse center
where the waves propagate forward.

3. Bubbles cut below their center (0oL0=R0o1) lead to wall
load profiles with local maximum pressures at a distance
from the centerline.

4. Conclusions

This paper presents a method for calculating the cavitation-
induced pressure loads on material surfaces based on the analysis
of single cavitation pits and CFD simulations. The results create a
link between the cavitation load and material deformation. In
combination with FEM simulations, they provide an insight into
the deformation behavior of copper under cavitation loading. We
also propose a numerical approach based on CFD for reconstruct-
ing possible bubble wall collapse configurations (L0=R0, and RB)
from measured pit loads, assuming spherical single bubbles. We
have verified that our compressible CFD model is able to predict
the collapse evolution and jet formation of spherical bubble
collapses in the vicinity of the wall and have conducted a
parameter study with variation of initial standoff distance L0=R0.
The following conclusions can be drawn:

� The isolated cavitation pits found on the copper sample are
nearly axially symmetric, indicating that the pressure distribu-
tion applied to the material surface by collapsing bubbles is
also axially symmetric.

� The calculated (inverse algorithm) maximum pressures pmax

from the measured pit geometry induced by single collapsing
bubbles in the ultrasonic vibratory apparatus are between
2400 MPa and 3500 MPa.

� FEM simulations of copper show that the maximum stresses
and strains caused by the calculated pressures occur in a
subsurface region at a depth of approximately one eighth of
the pit diameter. Damage and fatigue cracks might occur at first
and start at these positions. The deformation is very similar to a
Hertz-like contact between a rigid sphere and an elastic half-
space [48]. The maximum plastic strains were calculated
to be 4–23%.

� The calculated deformation of copper shows a high elastic ratio.
Approx. 66–87% of the deformation energy is elastic and is

released during unloading. The high ratio of elastic deformation
explains the observed sink-in of the material around the
cavitation pits.

� The maximum pressure, the maximum plastic strain, and the
ratio of elastic to total deformation energy correlate well with
the ratio between pit width and pit depth. Narrow pits with
high depths are formed by a high maximum pressure, which
leads to higher plastic deformation in the material and conse-
quently at the same time to a reduction of the Wel=W tot ratio.
Conversely, broad pits with low depths are caused by lower
maximum pressures leading to lower plastic deformation and
higher Wel=W tot ratios.� The validation of the density-based flow algorithm shows that
our compressible CFD model is able to predict the collapse
evolution and jet formation of spherical bubble collapses in the
vicinity of the wall.

� It is concluded that we are able to capture the trend in which
small and deep pits result from smaller initial bubbles, whereas
wider and flatter pits result from bigger bubbles. Currently, we
are not able to assign an exact wall collapse configuration
(L0=R0, and RB) to a measured pit shape. We assume that we
need an additional parameter that differs the FEM load profiles
in two classes: with and without local maximum pressure at a
distance from the centerline.

An improved pressure load profile and transient effects will be
considered in the FEM algorithm in further research of the
authors.
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